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Abstract—DeepFake technology has important implications on

creative work and potential consequences in society. Research

shows that the curation of DeepFake datasets can advance the

development of DeepFake detection methods. Existing DeepFake

datasets adopted emerging generative models, such as diffusion

models. This study aims to understand “conditional generation”,

which produces new synthetic content based on input conditions.

We propose to extend existing DeepFake datasets by incorpo-

rating recent results in diffusion based image editing and image

morphing. Furthermore, we quantify the usefulness of generated

datasets using state-of-the-art measures for generative quality

and DeepFake detection. Our results show that samples generated

by image editing and image morphing differ from existing face

forgery datasets and provide interesting additions.

Index Terms—DeepFake, Diffusion Models, Conditional Gen-

eration

I. INTRODUCTION

Malicious applications or misuse of DeepFake techniques
may lead to grave societal consequences, such as the spread of
misinformation, and impersonation and defamation of public
figures [1]. Significant efforts have been made by researchers
to organize DeepFake detection challenges and to publicly
release datasets, e.g., [2]–[5]. Despite those promising results,
we identify a few limitations in diffusion based DeepFake
datasets [5]. Firstly, conditional generation in [5] adopted
standard approaches, without considering recent results in
editing images and interpolating images in the latent space [6],
[7]. Furthermore, usefulness evaluation of generated data is
under-explored in [5] and prior research. In this study, we
propose to extend existing diffusion based DeepFake datasets
with new generation methods and to quantify the usefulness
of generated data using state-of-the-art approaches.

Related Work. Curating DeepFake datasets requires signifi-
cant efforts and can help advance the development and val-
idation of DeepFake detection models. Several datasets have
been publicly released for research purposes. To name a few,
FaceForensics++ [2], Celeb-DF [3], and DFDC [4] provide
real and manipulated video sequences obtained with a range of
manipulation methods, such as FaceSwap, autoencoders, and
StyleGAN. Recently, DiffusionFace dataset [5] was created
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and it contains synthetic images generated by 11 state-of-the-
art diffusion based methods, including unconditional genera-
tion methods and conditional generation methods. Neverthe-
less, existing datasets do not take into consideration recent
results in image editing [6] and image morphing [7], leaving
out potential DeepFake generation methods.

II. CONDITIONAL DEEPFAKE GENERATION

Conditional image generation informs the data synthesis
process with input conditions, producing contextually coherent
fake content. This approach is essential for simulating realistic
DeepFake scenarios where specific content or characteristics
(such as identity and surroundings) are altered or preserved.
Prior work [5] studied several conditional generation methods
based on diffusion models, such as text-guided and image-
guided image generation with Stable Diffusion, inpainting,
and DiffSwap [8]. In this study, we propose to generate new
DeepFake images with recent methods for image editing [6]
and image morphing [7].
Generation Methods. We adopt the x-space guidance ap-
proach in [6] to edit images along the directions of local basis
vectors. In addition, we adopt DiffMorpher [7] to create a
smooth interpolation between two input images. Both methods
leverage the latent space of diffusion models and generate
semantically meaningful synthetic images based on real input.
In this study, we edit an image along the top 2 directions of
its local basis and generate 16 frames for morphing a pair of
images (where the first and the last are input images).
Performance Metrics. We evaluate the generated datasets on
the performance of DeepFake detection as well as quality
metrics for generative models. For DeepFake detection, we
employ a state-of-the-art method [9] that classifies real vs.
fake images in the latent space of a CLIP:ViT model. To study
the quality of generated data, we adopt the Fréchet Inception
Distance (FID) [10] and the improved precision and recall
measure (IPR) [11].
Preliminary Results. Table I and Table II report samples
obtained from imaging editing and image morphing respec-
tively. We observe that imaging editing along latent basis
produces meaningful changes. Furthermore, image morphing
in the latent space of stable diffusion produces smooth and
natural transitions between two input images. Overall, these re-
sults validate those generation methods in producing plausible



input v1, pos v1, neg v2, pos v2, neg

TABLE I
SAMPLES OF IMAGE EDITING (BEST VIEWED ZOOMED IN): WE ADOPTED

TOP-2 LOCAL BASIS VECTORS AND EDITS WERE MADE IN BOTH POSITIVE
AND NEGATIVE DIRECTIONS.

input 1 f = 3 f = 6 f = 9 f = 12 input 2

TABLE II
SAMPLES OF IMAGE MORPHING (BEST VIEWED ZOOMED IN): EACH ROW
SHOWS INTERMEDIATE INTERPOLATIONS BETWEEN TWO INPUT IMAGES.

synthetic images. At the conference, we will present evaluation

results on DeepFake detection and quality metrics on the newly
generated datasets.
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