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Abstract—Formal verification provides mathematical guaran-

tees that a software is correct. Design-level verification tools

ensure software specifications are correct, but they do not expose

defects in actual implementations. For this purpose, engineers

use code-level tools. However, such tools struggle to scale to

large software. The process of “Unit Proofing” mitigates this

by decomposing the software and verifying each unit indepen-

dently. We examined AWS’s use of unit proofing and observed

that current approaches are manual and prone to faults that

mask severe defects. We propose a research agenda for a unit

proofing framework, both methods and tools, to support software

engineers in applying unit proofing effectively and efficiently. This

will enable engineers to discover code-level defects early.

Index Terms—Vision, Formal methods, Empirical software eng.

I. INTRODUCTION

Software underlies many critical digital and cyber-physical
systems. Code-level defects, such as arithmetic errors and
memory corruption vulnerabilities, compromise system safety
and security and cause significant losses [1], [2]. Traditional
engineering practices, such as program analysis [3] and run-
time sandboxing [4], can detect or mitigate such defects. How-
ever, these methods validate software only approximately and
cannot guarantee correct behavior on all inputs. In contrast,
formal verification [5] proves software correctness, guaran-
teeing no code-level defects. This raises an important (and
perennial) question [6]: how to make formal verification more
cost-effective for software engineers?

Engineering tools and processes help reduce the cost of
applying a technology. For formal methods, there are code-
level verification tools, e.g., the C and Rust bounded model
checkers (CBMC [7], Kani [8]). To improve both engineering
and tool scalability, engineers decompose the software and
verify individual functions within it via unit proofs [9]. These
unit proofs model the function’s interaction with other soft-
ware components and verify the function using this model.
We refer to the process of developing, using, and maintaining
unit proofs as unit proofing. Organizations such as AWS [10]
and ARM [11] have adopted unit proofing to ensure software
correctness and memory safety.

Since code-level verification depends on the unit proofs,
they must be correct. However, there is limited guidance and
tool support for constructing unit proofs. Existing guidelines
are ad hoc and require expertise [12]. There is little publicly-
available tool support, leading to costly manual development
of unit proofs. To assess the quality of current practices, we

evaluated 11 unit proofs used to verify vulnerable functions
in a widely-used operating system. While 5 successfully
identified the corresponding vulnerabilities, the remaining 6
contained faults that obscured others.

We believe that empirically-based guidelines and enhanced

tool support will make unit proofing easier and enable early

discovery of code-level defects. We propose a research agenda
for a principled end-to-end unit proofing framework that can
support software engineers in each stage of the unit proofing
process. The proposed framework comprises of methods and
tools and will help software engineers decompose a software
into optimal verifiable units, develop correct unit proofs for
each unit, validate and repair faulty unit proofs, and ensure
unit proofs are updated as the software evolves. We identify
eight open questions that will need to be addressed, and share
our future plans to this end. If the proposed unit proofing
framework helps software engineers verify their software code
during development, then it will disrupt existing defect-finding
practices such as static analysis, unit testing, and fuzzing.

Fig. 1: Overview of Unit Proofing. To verify function 2,
an engineer models its input, shared resources, and other
functions. A verifier can then check it in isolation.

II. EXPLORATORY STUDY OF UNIT PROOFING

Many questions arise when considering any engineer-
ing process, such as “Does it work?” and “What does it
cost?” [13]. While there are empirical evaluations of code-

level verification tools on software benchmarks [14], no

studies address their effectiveness on real software or

within the unit proofing process. As a first step, we ask:
RQ: Do existing unit proofs expose security vulnerabilities?

We evaluated this question using 11 CVEs in FreeRTOS
and the unit proofs that target the vulnerable functions [15].
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Table I: Assessing unit proofs on known vulnerabilities. Only
5 of the 11 vulnerabilities were exposed by the existing
FreeRTOS unit proofs. UP: Unit Proofing.

Recreated Vuln Exposed Reason UP Stage

CVE-2018-16523 No Insuff. properties Design
CVE-2018-16524 No Function Modeling Development
CVE-2018-16525 No Out-of-date Proofs Maintenance
CVE-2018-16527 No Insuff. Input Model Development
CVE-2018-16600 No Insuff. Input Model Development
CVE-2018-16603 No Insuff. Input Model Development

CVE-2021-31571 Yes — —
CVE-2018-16526 Yes — —
CVE-2018-16599 Yes — —
CVE-2018-16601 Yes — —
CVE-2018-16602 Yes — —

A. Methodology

For each vulnerability, we identified and removed any
validations introduced in the function to fix the vulnerability.
We then executed the unit proofs using CBMC v5.95.1 and
assessed whether the vulnerability was reported. If not, we
identified the reason and repaired the unit proofs as needed.

B. Results

Only 5/11 recreated vulnerabilities were exposed by FreeR-
TOS unit proofs (Table I). With changes to the unit proofs,
all vulnerabilities were exposed and one new high-severity
vulnerability found (CVE-2024-38373). This result shows that
unit proofs are effective, but unit proof engineers can err.
Further details can be found in our technical report [16].

III. RESEARCH AGENDA: A UNIT PROOFING FRAMEWORK

This section presents a unit proofing framework, comprising
novel tools, to automate unit proof development, repair and
maintainance. We discuss the unit proofing stages and present
a research plan to automate them (Figure 2).

1) Software Decomposition: Our goal is to decompose a
software into the minimum number of solvable units.
Software Decomposer: Optimal software decomposition will
require new methods to estimate model complexity and ver-
ification time. Building on research linking program features
to specification size and effort [17], [18], we will analyze unit
proofs to understand how program features influence complex-
ity and duration. These insights will guide a cost estimator
design that evaluates function features to estimate complexity
and verification time and a decomposer algorithm to iteratively
replace the most expensive functions with models.

2) Unit Proof Design and Development: Our goal is to
develop unit proof with models that precisely represent the
unit’s interactions with other software components.
Proof Builder: Deriving software models is a known chal-
lenge. Traditional learning-based assume-guarantee reason-
ing [19], [20] refines assumptions iteratively using coun-
terexamples, but applying this to functions with multiple
interactions is costly due to the need for repeated model

Fig. 2: An end-to-end agenda for unit proof engineering.
Software engineers use a set of tools and intelligent agents
to verify the memory safety of applications.

checking [21]. The proposed proof builder will use a property-
violation guided learning approach to generate the weakest

precondition models for a target function. It will start with
generic proof models and iteratively refine the models until all
reachable code is covered and reported violations are resolved.
The learned models will then be validated for correctness.

3) Unit Proof Repair: Our goal is to detect and repair unit
proof faults, such as those that mask vulnerabilities (§II).
Proof Repairer: First, we will develop a taxonomy of unit
proof faults and corresponding resolutions by empirically
studying existing and new unit proofs, assessing their cover-
age, violation reports, and bug detection abilities, and identify-
ing the different faults that occur and their resolutions. Using
the developed taxonomy, we will design the proof repairer bby
combining the fast but imprecise program analysis techniques
with the code reasoning abilities of large language models
(LLMs) [22], [23].

4) Unit Proof Evolution and Maintenance: The goal here
is to automatically update unit proofs as the software changes.
Proof Updater: When the software changes, the updater will
identify affected unit proofs, assess their validity, and apply
necessary updates. An empirical study will examine how
software changes impact proofs, what invalidates them, and
how they are fixed. To validate updates, the updater will
reverify affected functions, comparing results with prior data
using metrics like coverage and violation reports. Initially,
the proof repairer (§III-3) will be used to resolve invalidated
proofs. In future iterations, we plan to develop an LLM agent
that, informed by empirical insights, can propose specific
updates to the proof that realigns it with the changed software.

IV. CONCLUSION

This poster outlines a research agenda for a unit proofing
framework to support software verification and vulnerability
discovery. Motivated by an assessment of existing unit proofs,
the framework will provide tools and methods to develop,
repair, and maintain unit proofs.
Attribution: An extended version of this abstract, with details
of our result, was published in the 2025 International Confer-
ence on Software Engineering (NIER track) [16].
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Do manual proofs find vulnerabilities? Proposed Unit Proofing Framework

Manual Proofs Miss Critical Vulnerabilities
Engineers need automated methods for 
developing and maintaining unit proofs

What is Unit Proofing? 

A software program with a 
potential security vulnerability. 

A unit proof for verifying 
the software program. 

Unit Proofing: Software is decomposed, 
and unit proofs are created to verify units.

Some organizations already use unit proofs.
Let’s make it easier for others !

Only 5/11 of CVEs were exposed. The remaining 
6 were not exposed due to unit proof errors.

Proposal: Tools to assist software decomposition, 
unit proof creation, repair and maintenance.
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